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OpenStack Infrastructure Team

● Manages the continuous integration system
● Provides technical enforcement of project-wide policies
● Hosts miscellaneous services for developers



  

The OpenStack Gate

All changes submitted to OpenStack must pass a 
series of automated unit and integration tests.



  

Developer workflow



  

Our goal

A certain level of code quality through coding 
standards (pep8 standards, pyflakes). 

Known working code when anyone pulls from the 
development branch of OpenStack.



  

Our fleet

We have over 800 VMs running thousands of 
tests per day.



  

Gate failures

Upstream service outage

Infrastructure problems or bugs

OpenStack project bugs

Test bugs

Dependency problems



  

elastic-recheck

Collects, organizes and detects failures to 
make it easier for developers to discover and fix 

them.



  

Lots of logs

1.1 terabytes of compressed logs per month

So we now send a subset to our ELK stack for 
analysis



  

Let's walk through how this works for a failure 
that's new to us



  

1. There is a failure in the gate, but there 
shouldn't be, the code being tested is fine.



  

2. elastic-recheck notices and adds this to the 
Unclassified failed jobs page.

 http://status.openstack.org/elastic-recheck/data/uncategorized.html

http://status.openstack.org/elastic-recheck/data/uncategorized.html


  



  

3. The QA team and developers review these 
unclassified failures by scouring log files to 

identify a pattern.



  

4. A bug report is created describing the problem 
and identifying the pattern found.



  

5. A Lucene query (fingerprint) is written to 
match this failure as closely as possible

query: >query: >
    message:"Timeout reached while waiting for callback for node" ANDmessage:"Timeout reached while waiting for callback for node" AND
    tags:"screen-ir-cond.txt"tags:"screen-ir-cond.txt"



  

6. A patch is submitted against the elastic-
recheck repository.

This gets reviewed and merged.

 https://git.openstack.org/cgit/openstack-infra/elastic-recheck/tree/queries

https://git.openstack.org/cgit/openstack-infra/elastic-recheck/tree/queries


  

7. elastic-recheck monitors logs and notifies 
patch submitters and QA when their patch has 

hit a known bug



  

Developers are notified in their review



  

QA team is notified on IRC

<openstackrecheck> openstack/nova change: 
https://review.openstack.org/156957 failed because of: gate-grenade-
dsvm-ironic-sideways: https://bugs.launchpad.net/bugs/1425258

https://review.openstack.org/156957
https://bugs.launchpad.net/bugs/1425258


  

How it works
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Diagram credit: Sean Dague



  

Developers rejoice

They can re-run tests, confident that their change 
did not cause the failure.



  

QA rejoices

They can now identify bug trends!

● when it started
● is the bug fixed
● is it getting worse
● ...



  

Systems administrators rejoice

Slow cloud provider?

Dependency issue crop up with a package update?

Now we know!



  

Drawbacks

● There's an art to finding the error in the logs that we want to 
write a query for.

● Diligence from the team is required in staying on top of bugs, 
new ones always crop up.

● Can still sometimes make overly broad queries that make 
reports less useful.

● Not all bugs are logged.



  

Get the code

Source
https://git.openstack.org/cgit/openstack-infra/elastic-recheck/tree/

Documentation 
http://docs.openstack.org/infra/elastic-recheck/readme.html

https://git.openstack.org/cgit/openstack-infra/elastic-recheck/tree/
http://docs.openstack.org/infra/elastic-recheck/readme.html


  



  

This work is licensed under the Creative Commons Attribution-
NoDerivatives 4.0

International License.

To view a copy of this license, visit:
https://creativecommons.org/licenses/by-nd/4.0/
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Creative Commons
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Mountain View, CA 94042

USA
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